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1. INTRODUCTION

THE truncated and Censored Poisson distributions have been thoroughly
studied by Cohen (1954), Moore (1952), Rider (1953) and many others.
The censored truncated chi-square -distribution has been. recently
studied by Perayya Sastry (1960).  In this paper the truncated censored
(T,C, truncated at 4 and censored at B) Poisson distribution is con-
sidered. In the truncated Poisson distribution many times it is impos-
_sible to take individual observations in-one or more classes. Only the
number of observations lying in these classes is separately or totally
known in ‘the untruncated region. This distribution is Truncated
Censoréd distribution. In the study of bacteria if *A* denotes the total
number of individuals in the whole solution divided by the total volume
occupied, then ‘A’ gives mean density. The probability that in a sample
of one unit volume there will be x individuals is given by Poisson dis-
tribution. Here zero class is completely missing. So the distribution’
is truncated below. The observations above some fixed number are
not measured; they are pooled so the total number in above classes
is known and the distribution is censored above. In a recent paper
by Cohen (1960) a remark was made that in Poisson distribution of
number defected per umit, zero class in absent and observations in
class one are erratic and therefore he modified Poisson distribution.
In this example if we can know the number of observations falling in
class one then this can be treated as truncated censored below and
can be studied as given below. The number of deaths from the kick
of a horse has a Poisson distribution. In this problem zero class of
the variable is missing. At the lower classes 1 or 2 of the variable,
some of the observations terminate before observations begin. In
this case resulting sample has truncated censored distribution. In
the case of distribution of radioactive element, zero class is, missing
and the observations in above cases are not taken or they are ‘pooled,
12
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‘as-time required is very large. Here the resulting distribution of the
sample is truncated censored Poisson dlstnbutlon

Of the truncated censored distribution the following cases are
discussed®-. (I) - Truncated censored below and truncated censored above
‘when the number in each censored region is.separately- known. Its
four particular cases are (1) Truncated censored below, (2) Truncated
below and censored above, (3) Truncated censored above, (4) Truncated

~above and censored below. (II) Truncated censored above and below
when total number in two censored regions is known. In each case
the maximum likelihood estimating equation is obtained, which can be
solved by linear interpolation. Also asymptotic variances of the
estimates have been obtained. Numerical examples of these have been
gi‘veri and variances have been calculated.

ON funca,t_ed Censored Below and Truncated Censored Above
when the Number in Each Censored Region is
. Separately Known

" The distribution is truncated below at x, and above at x, in the
untruncated part it is censored below at y, and ‘dbove at D1 The den51ty
function in the closed range (¥o, yD* is deﬁned as

e—"l m

: - ft(x) =~x![p (xo) —p (1 + D] VeSXx< (D
Where
p (x) = Z e“.;"gn“’

wi]fh similar meaning to p (o), p (), p (1 + 1), etc. The probability
in the interval (x,, yo) is defined as '

P (xo) = 1 (¥0) :
PG —p D @

and that in"the interval [y, xl) is given by

R |
P"(.V1<x Xy) = P(Jd(;;)ll (I;f’i"i‘) ) 3)

’ _Pr(x0<x<y0)=

CEA .clo.sed'.interval is 'denoted by (a,b) semi-open-interval by .[a,’8) ‘or
(a, b} - and open interval by [a, b). RN T R

T
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For the estimation of the parameter ‘m’ let xy, X,, * * +, X,” be- measured
sample from (y,, y1) and n, observations lie-in (x,, yo] and n; ‘observa-
tions lie in [y, x;). The likelihood L is

e ié xpOr+1)—pG+ D™ [P(xO) - p ‘(yﬁ)]'.'o.

L= =

x !l ooox, ! p (xo) —p (x1 + Dt
Taking logarithm of (4) and dlﬁ‘erentlatlng w.rt. ‘m’ ‘the estimating
equation is obtained as S A

%d?ﬁ%;—” o [;»(ylf(yf))_f((i’i)%-l)]' |
ey - ()
o oes LN - ®

where

%= ‘é %
and

Ly =flo—1)
wherg

£ = —’—” .

‘For variance the second derivative of. (4) is

1d%log L

n dm?

_x f 1) —f(x) 12

— + { [p(yl+1)—p(x1+1)] ' ,
fOr=) —f) —fea=D + S | 1o [LGo—D) —f(y—1)

+ pi+D)—pCGy+1) }—I_n( [ P (x0) — p (o) ]
f(xo—2) — f(xo—l)—f(yo—2)+f(yo—1) n+ny+ny

* PG — 200 f= ()
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- [L=D- ST} SG0=D =5 = D = f ) /)
Pxg) —p(x+1) P(xo)fp(x1+ 1) }
S ©

and taking expection of
1d®logL
n dm*

L fdtlogL
se(5a) |
__ lp(yo—l)—p(yl—l)+_{_[ o) —flx) T
. om px)—puntl om p@r+D4p®f+D]
o= —f ) + /() —fa—1) no (_ [fo—1) —f(po—DT?
¥ P (1 +1) —p (x+1) }+ n { [ P (x0) —p (o) ]
_}_‘f(xo—Z) — o=+ f(o—2) —f-(}’o."‘l)}_(n"rno‘l-’h)
l P (x0) —p (o) n
TS e =D —FGDP? | f—2) — fr—D) —fOa—D) +/(x)
X{ [pﬁa—p@r+D}+_ p(xg) —p(x+1) }
™

'where &( ) denotes expected value of bracketed quantity.
Partlcular cases of this distribution are:

Case 1. Truncated Censored Below

The Poisson distribution is truncated at the known_ point x,. In

the untruncated region it is censored below at the known' point y,.
The total number of censored observations n, lies in (x,, yo]- Taking
=0 and x; — oo also- y, — oo in [I] above we obtam the estimating

equatlon in this case as

S — 1D —f(yo— 1)] . (" + 1,
R + [ pG—plye) 1\ m )
f (xg — 1) T
(xo) 0 (8)
For variance the second derivative of the likelihood‘-fungtion reduces
to - <o .
1dogL = - S -
n dm® - ' : : -

—entreseT
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f(xo —2) =Gt — 1) —f (0 —2) + (o — 1)} (n_ + n’b)

. p(xo)~p(yo) mJ
5 (@LogL
Cdm? , . I
- —%,”(52—;,)” ARl S
n f(xg—2) f(xop_(xl,,; :Z((J;oo)— 2 +f(00— 1)} (n —:noj '
=[] + L=ty (10)

Case 2. Truncated Below and Censored Above

Here distribution is truncated ‘below at X and in the untruncated region it
is censored above at y;. The measured observations lie in (x,, Yo)-

- Here taking y,= x, and x1—>oo and ny =0 in [I] above the estimating
equatlon reduces to

B fO)  (mm fa—1) ‘
lJrernp(lerl) ( n 1) p?xo) =0 ' an
and second derivative w.r.t. ‘m’ of the likelihood function.becomes o
(dzlogL\ ‘
dm? o . :
X | m RACH SOi—=D—=f() _({ntm
==t - oan ]+ PO D) f- (=)
S — DT | S —2) —f(xo— 1)
(-] (%) I+ P (xo) } (12)
and o
1 d?log L
L fpGe=D—pGr =1 f) T f0i=D = fGy
m[ P () ] Fn{ o )] G
o (ntn S o= DP, fxo—2)—f(xo— D) -
_< n ){—[ P (%) ]+ P Gy : } (13)
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Case 3. Truncated Censored .Above .

Here dhstrlbutlon is truncated above at x; and in the untruncated region it
is censored at y;, measured z observations lie in (0, yD-

Taking x0 =y,=0 and n,=0 in [I] above. The estimating equation -
is reduced to the form )

o E(nhmy S R N
—1+m+( )l—p(x1+.1) ,np(yﬁl).—p(xlﬂ)-—‘?- (14

The second derivative w.r.t. ‘m’ of likelihood function takes the form

1d2log L

n  dm?

£ m fO)—fe)- T
='—n72+5{+[p(y1+”1)—p(x1'+l)]

f(J’1—‘1)"f()’1)_f(x1_1)+f(x1) n+n

p(y1+l)—p(x1+l) ' }+( n )

f&x) S —1) —f(x) -

X {[1 —px + 1)] + l—p(+1) } (.15)
and ~ ] '
1 (d*log L
n dm® )

s e ) - e

LSO =D —fO) + ) = —fO—D) , (ntm
PO T )P T D =) (2)

f(xl) SO — 1) = fe)
X'{[l—p(xl-l—l')] +- 1-1—p(x1—|-1) } @16)

Case 4. Truncated Above and Censored Below

Here distribution is truncated dbove at x; and censored - below at y,. The
known observations lie in (yo, xy). Taking x4 =0, y, = x; and n, = 0 in [I] we =
obtain- the estimating equation as.

R + [ 1{01;) (D) )] + (n ‘*"1”0) 1— ;Eﬁ;ﬁ 0= 0 7
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and second derivative w.r.t. ‘m’ of the likelihood function ‘reduces.to . -
1d%log'L -

AT+ A=t (52)

S (x0) [0 —1) —f(xd)
=) T rmEn

1 p(dlst
n dm? - | 3 .
— ;1 [P (J’ol—:_ll)) (;lp_ﬁxi)— 1)] {[lf(i’op—(yg] +- f(J’oTZ_) ;6820—\1)}

B R o = RO

(II) Truncared Censored Above and Below when Toral Number in-
Two Censored Regions is Known

The distribution is truncated below at x,, and above at x;. In - the un- |
truncated.. reglon it is censored below at y,-and above at y;. The unr}neasured'"
observations in the two censored reglons together is »'. . 1

The density funct1on in (yo, yy) is glven by

e""m®

SO G Dl 7S <x<

'.;(20)

The probablhty in the censored region is

P+ D =P+ D +p (o) —P ().
P (xg) _P x+ 1D

P"(xo\x<)’0s y1<x<x1)—

ey

For estimation, let X, X5, ***, X, be the sample from (y,, y) and #»' obser-
vations-in censored regions. The likelihood is given by o

g 2x [p Gy + 1) — p Gy + 1) — p (x0) — p GO

m

Bl Xl [plg) —p Gy + DI
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The estimating equations are

FO)—fG)+f e — 1) — flpg— 1) n+n
_1+ + {p(yl—{—1)—p(x1—|-1)+p(x0)—0p(y0)} ( )

n
[f(xo —1)— f(xl)] 0.
p(xo) —p(x 4+ 1)

For varijance the second derivative of (22) is
1d?log L
n_ dm® » :
—_ % n {__ [f(yl) —S)+f e =) —f(re—1) ]2
- om POL+ D —pGa+ 1)+ pxo) —2 O
[ S Or=D)—f ) 0o, — 1)+ e)-H (X0=2)—f (x— 1) — f(yo—2)+f(yo—1) J}

(23)

P Oh D) —p (e +1D)+p (x0)—p (7o)

_ (rzjr -7’ ) {_ [ S (xo—1)f(x) ] L S xo—2D)~f (o= D) —f (s—D+f (xl)}
n P (x)—p (1 +1) P (x0)—p (x1+1)

249
and taking expecﬁon of (d2log L/dmz)
d*log L
Tdm®
— [P Go—D—p (,vrl-l)] L { [f )—=f o=+ () —f (o—1) ]*
P (xg)—p (x+1) n P O +1D)—p (x.+D+p (x0)—p (¥o)
[f i=D—/ () —f =D+ ) Hf (o~ —f (xe— D) —f (yo—2) 11 (J’o_l)]}
2 0n+D)—p 1+ +p (x0)—p ()

- (’ﬁ‘_ﬁ' {_ [' S &xo—1)—f (xl)] 1 S x0—2)—f =) —f (:i—1)+f (xl)}
n P (xo)__P (e 1) P (Xo)—p (x,+1)

@25)

For finding the solution of the estimating equations we use the method
of inverse linear interpolation taking mean as an approximate solution

of (5), (8), (11), (14), (17) and (23). The variance of the estimator 7
is obtained by the relation, as done by Cohen (1954),

N . d?log Ly
Var (1) = [ o ]
or by the relation, as done by Rider (1953)

. d?log L
Var () = - & (“757) | @7)

A (26)

m=m
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2. NUMERICAL ILLUSTRATION

We shall take the data used by Cohen (1954) and modifying so as
to suit truncation.

(I) Truncated Censored Below and Truncated Censored Above
Table of Observations

Unmeasured
. Number of ‘ Observations
x per Interval  observations 2 3 4- 5 .6 7 inClass 8
' in 1 Class : , unmeasured
Number of Inter-
vals .. 203 383 525 532 408 273 139 45

Here xo=1, yy=2, x=38, and y, =7
nyg =203, n, =45 n=2260.

We find the mean % = 4-035398.

The m.l.e. iz = 3-885005,

Var from (26) Var (/) = 0-00194283 and
Var from (27) Var (/) = 0-002605200.

Case 1. Truncated Censored Below '

Unmeasured
Number of
Per Interval observations 2 3 4 5 6 7 8 9 and
in 1 Class above
- 203 383 525 532 408 273 139 45 43
“ Here xg =1, yo=2, n,=203, n = 2348,

We find approximate mean % = 4-2022998.

Var of () from (26) Var () = 0-00161769,

!

|

!

i Using this we get m.l.e. /1 = 3:865233.

|

‘» Var of (ﬁt) from (27) Var (1) = 0-001769200,
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Case 3. Truncated Censored »Above »

' Unmeasured
Per Interval 0 1 2 3 4 5 6 7 Number
in Class 8
Number of .
Intervals .. 57 203 383 525 532 408 273 139 45 ’

Taking x,—8, y,=7, m =45 and n= 2520.
The mean % = 3-6996031 and m.l.e. i = 3-879377.
The variance from.(26) is Var (#7) = 0-00175871.

The variance from (27) is Var () = 0-00208017.

(ID) Truncated Censored Above and Below when Total Number in
Two Censored Regions is Known

Number of unmeasured

Per Interval 2 3 4 5 6. 1. " observations in 1
and 8 classes

Number of Inter-
vals .. .. 385 525 532 408 273 139 248 .

Here x=1,y0=2, 1 = 7, x, = 8, n’ = 248 and n = 2260.
We find mean % = 4:035398 and m.l.e.® = 3-969516 and

" Variance from (26) Var (#) = 0-00289973 and
Variance from (27) Var (/) = 0-00314106.

We can compare the variance from this table. The variance in row 1V

is more than that in row III as separate number of observations is known .
in Case III but in Case IV total number of observation in two regions

is known. Also the variances in column (6) are greater than those

in (5) so the variance- obtained by taking expections are not smaller

than those obtained by replacing ‘m’ by its m.le. valué 7% in the second

order derivatives, - - : : -
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Table showing m.le’s and its variances

No. of Var. from  Var. from
Name of Distribution  obs. - Mean m.le. = (26) 27
used X m Var. () Var. (i)
A (1) Truncated censored ' - '
below 2348 - 4-2022998 3-865233 0:00161769 0-:00176920

(2) Truncated censored
above .

2520

3:6996031 3-879377 0-00175871 0-00208017

(3) Truncated censored
below and above

2260

4-035398 3-885005 0-00194283 0-00260520

(4) Truncated censored
below and above
when total number
in two censored
regions

2260

4-035398 3-969516 0-00290423  0-00449515

3. SUMMARY

Maximum likelihood estimators are obtained for the parameter
of the Poisson Distribution when it is truncated censored at known
points. Six cases are considered and in each case the expression for
Asymptotic variances of the estimator is obtained. A numerlcal example
is cited to illustrate the method.
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